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What is Navigation?

· Definition of Navigation: Direct or find a way from one place to another.
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What is Navigation?

VS

Outdoor Navigation Indoor Navigation

· Definition of Navigation: Direct or find a way from one place to another.
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What is Navigation?

VS

Outdoor Navigation Indoor Navigation

Challenges:
a) No HD Map
b) Noisy Indoor Positioning
c) Real 3D Environment

· Definition of Navigation: Direct or find a way from one place to another.
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What is Navigation?

VS

Outdoor Navigation Indoor Navigation

Challenges:
a) No HD Map
b) Noisy Indoor Positioning
c) Real 3D Environment

Values:
a) Necessary for Embodied AI
b) Home Robot
c) Robot for Special Tasks

· Definition of Navigation: Direct or find a way from one place to another.
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What is Navigation?

· Definition of Navigation: Direct or find a way from one place to another.

Demo:



9

What is Navigation?

Point Goal

Explicit Target Locations:

Goal：
Go 5m south, 3m west 
relative to start.

· Definition of Navigation: Direct or find a way from one place to another.
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What is Navigation?

Point Goal Image Goal

Explicit or Implicit Target Locations:

Goal：
Go where the photo was taken.

· Definition of Navigation: Direct or find a way from one place to another.

Goal：
Go 5m south, 3m west 
relative to start.
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What is Navigation?

· Definition of Navigation: Direct or find a way from one place to another.

Point Goal Image Goal Object Goal

Explicit or Implicit Target Locations:

Goal：
Go where the photo was taken.

Goal：
Go find a sofa.

Goal：
Go 5m south, 3m west 
relative to start.
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What is Navigation?

· How to Evaluate?
(1) Success Rate

(2) SPL (Success Weighted by Path Planning)

(3) Soft SPL

(4) Distance to Goal

li : shortest path length
pi : actual path length

Si : binary for success

dTi : distance to target location diniti : distance to start location
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What is Navigation?

· Datasets:

(1) Matterport 3D(MP3D)

(2) Gibson 3D

(3) Habitat Matterport 3D

Proposed in 2017

Proposed in CVPR 2018

Proposed in NIPS 2021

Larger

More 
Realistic

More
Information

· How to Evaluate?

(2) SPL (Success Weighted by Path Planning)

(3) Soft SPL

(4) Distance to Goal

li : shortest path length
pi : actual path length

Si : binary for success

dTi : distance to target location diniti : distance to start location

(1) Success Rate
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· Basic Module of Embodied AI:  Navigation + Manipulation

Point Goal

Image Goal

Object Goal

……

Navigation

Why do we care about Navigation?
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· Basic Module of Embodied AI:  Navigation + Manipulation

Point Goal

Image Goal

Object Goal

……

Navigation

Rearrangement

Language+

Goal：
Rearrange the apple on 
the desk to the sofa.

Goal：
“Hey, bobo. Where is my 
wallet? Give it to me.”

Why do we care about Navigation?



16

· Basic Module of Embodied AI:  Navigation + Manipulation

Point Goal

Image Goal

Object Goal

……

Navigation

Rearrangement

Language+

Goal：
Rearrange the apple on 
the desk to the sofa.

Goal：
“Hey, bobo. Where is my 
wallet? Give it to me.”

Why do we care about Navigation?
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Habitat Challenge

PointGoal Nav
2019 - 2021

ObjectGoal Nav
2020 -

Rearrangement
2022 -
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Habitat Challenge

PointGoal Nav
2019 - 2021

ObjectGoal Nav
2020 -

SPL

Year2019 2020 2021 2022

0.2

0.4

0.6

0.8

1.0 0.95

0.21

0.74

0.10
0.13

0.36

Rearrangement
2022 -
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Habitat Challenge

Year2019 2020 2021 2022

0.28

0.96

0.25

0.30

0.64

0.2

0.4

0.6

0.8

1.0

Success Rate

PointGoal Nav
2019 - 2021

ObjectGoal Nav
2020 -

Rearrangement
2022 -
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Selected Papers
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Map-Based Vision-Based



Selected Papers
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Map-Based



(ICLR 2020)
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Learning to Explore Using Active Neural SLAM 



(ICLR 2020)
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Learning to Explore Using Active Neural SLAM 

Goal:

Input:
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Active Neural SLAM
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Active Neural SLAM

Mapper

Observation

Global 
PolicyMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy ActionPlanner
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action



32

Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Mapper

Pose mt-1

Max
Pooling

2 Channels of Occupancy Map: A Location being Occupied & Explored  

RGB



34

Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Global 
Policy

Long-term Goal
(coordinates in map)

Reward: Coverage Increase
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Active Neural SLAM

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

How to transfer to
PointNav in Habitat Challenge 2019

PointNav in Habitat Challenge 2019

RGB/RGB-D + Perfect Pose Sensor
Goal:
Input:



RGB/RGB-D + Perfect Pose Sensor
Goal:
Input:
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Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

RGB Track: Fix the target point as the long-term goal 

PointNav in Habitat Challenge 2019

How to transfer to
PointNav in Habitat Challenge 2019



RGB/RGB-D + Perfect Pose Sensor
Goal:
Input:
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Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

RGB-D Track: Fix the target point as the long-term goal + Projecting Mapper  

PointNav in Habitat Challenge 2019

How to transfer to
PointNav in Habitat Challenge 2019
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Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

RGB/RGB-D + Perfect Pose Sensor

2019 Winner!

PointNav in Habitat Challenge 2019

Goal:
Input:
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PointNav in Habitat Challenge 2020

What’s new in PointNav of Habitat Challenge 2020:

Input: Only Noisy RGB-D Image
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PointNav in Habitat Challenge 2020

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

What’s new in PointNav of Habitat Challenge 2020:

Input: Only Noisy RGB-D Image



42

PointNav in Habitat Challenge 2020

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

What’s new in PointNav of Habitat Challenge 2020:

Input: Only Noisy RGB-D Image
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PointNav in Habitat Challenge 2020

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

Fix the target point as the long-term goal + Projecting Mapper  

What’s new in PointNav of Habitat Challenge 2020:

Input: Only Noisy RGB-D Image
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PointNav in Habitat Challenge 2020

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

2020 Winner!

(ECCV 2020)
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PointNav in Habitat Challenge 2020

Anticipation
Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose
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PointNav in Habitat Challenge 2020

Anticipation
Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

For Exploration:

For PointNav:

m : Global Map
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PointNav in Habitat Challenge 2020

Occupancy Anticipation

2020 Winner!

Anticipation
Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

RGB-D Image
Goal:

Input:
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PointNav in Habitat Challenge 2020

Q: Why Occupancy Anticipation works for PointNav?

Anticipation
Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

A: Better modeling the navigable spaces.



49

PointNav in Habitat Challenge 2020

Anticipation
Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Pose Estimator Pose

Q: Why the performance drops so much if not given a pose sensor? 

A: Bad pose estimation becomes a drag on map-based methods.
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ObjectNav in Habitat Challenge 2020

Input: RGB-D Input + Oracle Pose Sensor

Goal: Find a chair
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ObjectNav in Habitat Challenge 2020

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

How to transfer the pipeline to Object Goal Navigation?

Input: RGB-D Input + Oracle Pose Sensor

Goal: Find a chair
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ObjectNav in Habitat Challenge 2020

2020 Winner!

(NeurIPS 2020)

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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ObjectNav in Habitat Challenge 2020

Mapper

Observation

Global 
Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action
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ObjectNav in Habitat Challenge 2020

Mapper

Observation

Goal-Oriented 
Global Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Goal-Oriented 
Global Policy

Long-term 
Goal

Where to check to reach 
the target object?

Reward: distance to the nearest goal

MAP
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ObjectNav in Habitat Challenge 2020

Observation

Goal-Oriented 
Global Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy ActionSemantic

Mapper
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ObjectNav in Habitat Challenge 2020

Semantic
Mapper

Observation

Goal-Oriented 
Global Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Channels: 2 + C
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ObjectNav in Habitat Challenge 2020

Semantic
Mapper

Observation

Goal-Oriented 
Global Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

2020 Winner!

RGB-D Image + Oracle Pose
Goal:

Input:
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ObjectNav in Habitat Challenge 2020

Semantic
Mapper

Observation

Goal-Oriented 
Global Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Drawbacks:
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ObjectNav in Habitat Challenge 2020

Semantic
Mapper

Observation

Goal-Oriented 
Global Policy PlannerMap

Long-term 
Goal

Short-term 
Goal

Local 
Policy Action

Drawbacks: How to Verify the Target?

Fig. 4 comes from Stubborn: A Strong Baseline for Indoor Object Navigation, Hankuan Luo et al. 
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Other Map-Based Methods for ObjecNav

(CVPR 2022, Oral)



Selected Papers
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Vision-Based
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PointNav in Habitat Challenge 2021

2021 Runner-up for PointNav!

Goal:

Input:
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PointNav in Habitat Challenge 2021
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PointNav in Habitat Challenge 2021
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PointNav in Habitat Challenge 2021
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PointNav in Habitat Challenge 2021
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PointNav in Habitat Challenge 2021

Questions:
1) Why a simple LSTM + a tricky Visual
Odometry work so well for PointNav?

2)   With a good Visual Odometry, will      
map-based methods also work well for 
the task? 
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ObjectNav in Habitat Challenge 2021

2021 Winner for ObjectNav!

(ICCV 2021)

Goal:

Input:
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ObjectNav in Habitat Challenge 2021

Auxiliary Tasks:

: visual embeddings 
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ObjectNav in Habitat Challenge 2021

Auxiliary Tasks:
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ObjectNav in Habitat Challenge 2021

Auxiliary Tasks:
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ObjectNav in Habitat Challenge 2021

Auxiliary Tasks:
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ObjectNav in Habitat Challenge 2021

Fuse Auxiliary Tasks for ObjectNav:
SGE : the fraction of the frame 
occupied by the goal object.
(Semantic Goal Exists) 

Beliefs : Output cell States from all 
individual GRUs for Aux Tasks. 

: entropy across action distribution

: entropy across attention distribution
over aux tasks

Fusion : An attention layer conditioned
on the observation embedding.
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Comments & Discussion

Topic 1: Map-Based VS Vision-Based

Topic 2: More Data VS More Elegant Methods
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